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Date Change Author 

20.01.2019 Initial Release AutoMonX 

04.07.2019 Updated to cover the latest features  AutoMonX 

09.08.2019 Updated to cover the latest features, how to 

get your Azure credentials appendix 

AutoMonX 

05.09.2019 Updated troubleshooting, new billing update 

functionality, Firewall and anti-virus 

requirements, License handling 

AutoMonX 

05.11.2019 Updated new UI functionality AutoMonX 

06.01.2020 Added the upgrade procedure AutoMonX 

06.02.2020 Added Microsoft Insights monitoring AutoMonX 

28.04.2020 Updated UI, Billing sensor updates AutoMonX 

15.05.2020 Updates of troubleshooting, debugging and 

upgrade sections 

AutoMonX 

26.05.2020 Updated Upgrade procedure, Monitoring 

Automation Timeout handling, Performance 

improvements 

AutoMonX 

08.06.2020 Supported platforms, New debug capabilities AutoMonX 

12.09.2020 Added support for PRTG native SNMP auto-

discovery for Azure Virtual Machines. Support 

for new Sensor types (Service Plan and Logic 

App), Support for PRTG Cloud. Refreshed UI. 

Windows 2008R2 servers are no longer 

supported, Introduction of Hybrid Sensors  

AutoMonX 

24.01.2021 Multi-Tenant support, 8 new sensor types, UI 

Updates, Connection Profiles encryption, 

Upgrade procedures 

AutoMonX 

03.07.2021 App Secret Key sensor added AutoMonX 

04.08.2021 Azure Kubernetes (AKS) Sensor was added. 

Our UI now requires PRTG username and 

password instead of passhash.  

AutoMonX 

23.09.2021 Updated security requirements AutoMonX 
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24.03.2022 Azure VM Multi-Disk sensor was added. AutoMonX 

22.07.2022 New integration with PRTG, New discovery 

modes, Exclude sensors functionality, auto-

deletion functionality 

AutoMonX 

13.10.2022 New upgrade mode with installer. AutoMonX 

22.01.2023 Multiple granular discovery options, 

Discovery and Automation can use Azure 

tags to add relevant resources to PRTG, New 

CLI options, configuration values, REST API 

service, SQL Elastic Pools sensor 

AutoMonX 

24.04.2023 Multiple per subscription sensors introduced, 

as well as File Share and Host Pools 

sensors. New monitoring service for the 

AutoMonX processes. 

AutoMonX 

18.10.2023 Added certificates for app registrations, 

Memory channels added to license sensor, UI 

added test connection button to PRTG, new 

sensors: Alerts, AKS Upgrade Profiles, Topic 

Subscriptions, Auto Discovery speed 

improvements 

AutoMonX 

06.11.2023 Added support for 7 new sensor types: 

Firewalls, Network Interfaces, Connections, 

Virtual Network Gateways, WAFs, Load 

Balancers, Network Watchers 

 

28.07.2024 Added support for sensors: SAML Certificate 

expiration, Site to Site VPN state. Azure Gov 

support 

 

03.11.2024 Updated KQL sensor appendix  
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1 Purpose 

The purpose of this document is to provide a detailed explanation of the 

AutoMonX Microsoft Azure Sensor pack and how to deploy it. 

2 Microsoft Azure Sensor Pack Overview 

AutoMonX has developed the Microsoft Azure Sensor pack aimed at monitoring 

Microsoft Azure cloud environments for IT teams and service providers (MSPs 

and CSPs). The Azure Sensor pack can discover and monitor Azure resources 

located across multiple Azure tenants and multiple subscriptions. These unique 

sensors are monitoring the various aspects of Microsoft Azure’s resources and 

services and have a tight integration with PRTG. The Azure Sensor pack 

currently supports auto-discovery and monitoring of 53 Azure resource types as 

seen below: 

• SQL Databases (SAAS)  

• Certificates 

• App Service Plan (Server 

Farms) 

• Web Sites 

• Storage Accounts 

• Cloud Services 

• Database Accounts  

• Service Bus Namespace  

• Batch Accounts 

• Redis  

• Data Factory 

• Scheduler 

• Search Services  

• Service Bus Queues 

• Service Health 

• Virtual Machines 

• Azure Billing  

• Application Insights  

• Logic App  

• Disks 

• Notification Hubs  

• Network Interfaces  

• ExpressRoute Connections 

• Virtual Network Gateways 

• Backup Jobs 

• App Secret Keys & Certificates 

• Azure Kubernetes Cluster Metrics 

• Azure Kubernetes Deployments   

• Azure Kubernetes Internal 

Deployments 

• VM Multi-Disk  

• SQL Elastic Pools  

• Storage File Share  

• Service Issues  

• Planned Maintenance  

• Health Advisories  

• Azure Advisor  

• Quotas  

• Host Pool  

• Reservations  

• Firewalls  

• Application Gateway (WAF)  

• (VPN) Connections 

• IP Address 

• Load Balancer  

• Network Watcher  

• Alerts  

• AKS Upgrade Profiles  

• Service Bus Topic Subscriptions  

• Custom KQL Log Analytics 

queries 

• SharePoint  

• Enterprise App Secrets NEW 

• Enterprise SAML Certificates NEW 

• Azure Defender NEW 
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The Azure Sensor pack supports auto-discovery and monitoring of many 

additional Azure resource types that their monitoring metrics are enabled via the 

generic API access. 

3 How Does It Work? 

The AutoMonX Azure Sensor Pack connects via REST API to the Microsoft 

Azure management environment and collects metrics, values and additional 

information. It reports back to the Azure Sensor application server the gathered 

data. The Azure Sensor Pack is tightly integrated with PRTG and provides 

metrics and custom error limits in a form that is understandable by PRTG. In 

order to integrate with the Azure Sensor pack, our Monitoring Automation auto-

configures PRTG by deploying HTTP Data Advanced sensors. These sensors 

connect to the Azure Sensor pack application server. As a result, PRTG displays 

the information gathered from Microsoft Azure by the Azure Sensor pack 

application server in a readable and clear way as seen in the picture below.  

The EXE/Script Advanced sensor is the legacy option to integrate with PRTG 

and it also supported for backward compatibility. 
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3.1 The Azure Sensor Pack Architecture 

The AutoMonX Azure Sensor Pack application server sends multiple requests to 

the Microsoft Azure Management API and therefore needs a managing service 

to efficiently handle the requests while minimizing the PRTG probe load. The 

managing service harnesses the advantages of threading technology to 

efficiently queue the sensor requests to the Microsoft Azure Management API in 

order to provide reliable, swift, and lightweight performance. The Azure Sensor 

Pack is highly scalable and flexible thus can monitor thousands of resources 

spread across multiple Azure Tenants, subscriptions and regions. 

3.2 The Azure Sensor Pack – Integration with PRTG 

The AutoMonX Azure Sensor Pack is tightly integrated with PRTG via two 

sensor types: the HTTP Advanced sensor and the custom EXE/XML sensor (for 

backward compatibility). Starting with version 4.2.x, HTTP Advanced sensor is 

the recommended (and the default) way to integrate PRTG and the Azure 

Sensor pack. Such integration is automatically created by the Monitoring 

Automation feature of the Azure Sensor Pack that pushes all the required 

configuration settings into PRTG.  
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3.3 The Azure Sensor Pack – Essential Terminology 

The Azure Sensor Pack automatically adapts PRTG web interface for displaying 

Microsoft Azure resources. Below are some essential terms that are used 

through this deployment guide: 

Group – PRTG group of devices. The Azure Sensor pack monitoring automation 

automatically organizes the Azure resources it discovers by creating groups of 

Azure resources (SQL, WebFarm, Network Interface etc) Read more about the 

automatically created hierarchy in section 6.4.  

Device – Each Azure resource is represented in PRTG as a device (for example 

a Virtual Machine, an SQL database, or a Network Interface). 

Sensor – Created under every PRTG device. The main sensors that are 

available for most Azure resource types are Azure App Metrics and Azure 

Service Health. Additional sensor types are available, read more about it in 

section 7.3. 

Channel – The PRTG sensor channels (App Metrics) represent a single Azure 

resource performance metric.  

Azure Tags – These are Labels in the Microsoft Azure Portal for logical 

grouping of resources. The AutoMonX Azure Sensor Pack can utilize these tags 

to include or exclude the desired resources. Read more in section 10.2.4. 

4 Getting Started with Azure Sensor Pack 

4.1 Supported Software versions 

The Azure Sensor pack has been tested to support the following software: 

Software Type Versions Comments 

Windows OS 2012R2, 2016, 2019 Standard and Enterprise editions 

Virtual Infrastructure VMWare Cloud or on-prem, 

Azure VM, AWS VM 

 

PRTG Core and Probe 

deployments 

20.x, 21.x, 22.x, 23.x, 24.x All On-Prem PRTG license types 

supported 

PRTG Hosted (Cloud) Supported with Azure Sensor 

pack 3.31 and higher 
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4.2 Azure Sensor Pack - Port requirements 

The AutoMonX Azure Sensor Pack requires the following ports to be open for it 

to function correctly. Please make sure that the local firewall / anti-virus and the 

external firewalls are configured as required to allow the Sensor Pack to function 

correctly. 

Port / URL Purpose Direction 

https://management.azure.com 

https://login.windows.net 

https://login.microsoftonline.com 

https://management.core.windows.net 

https://graph.microsoft.com 

https://api.applicationinsights.io 

https://api.loganalytics.io 

Azure API connection  From PRTG Probe to 

Azure 

TCP 443, 80 Connect to Azure, 

PRTG API 

From PRTG Probe to 

Azure and PRTG Core 

SNMP (UDP 161), ICMP For monitoring Azure-

based Virtual Machines 

From PRTG Probe to 

Azure VMs 

TCP 8148 
TCP 8092 
TCP 8075 

Internal service ports. 

Make sure these ports 

are not occupied by 

other programs on the 

server. 

No need to open FW 

rules. 

4.3 Azure Sensor Pack – Anti-Virus Requirements 

The AutoMonX Azure Sensor Pack initiates many processes and threads during 

its normal execution. Configure your anti-virus and/or anti-malware software to 

exclude the AutoMonX directory in <drive>:\Program Files (x86)\PRTG Network 

Monitor\Custom Sensors\EXEXML from on-access scanning. This would greatly 

improve the general performance of the Azure Sensor Pack. 

4.4 Downloading the Azure Sensor pack 

Obtain the software by downloading it from the AutoMonX web site at 

http://www.automonx.com/downloads 

mailto:support@automonx.com
https://management.azure.com/
https://login.windows.net/
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https://graph.microsoft.com/
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The Azure Sensor Pack is optimally deployed via an installer (strongly 

recommended).  
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4.5 Installing the Azure Sensor Pack 

Download the latest Azure Sensor Installer from 

https://www.automonx.com/downloads 

Start the installer and follow the instructions. 

 

Configure the PRTG connection information. Make sure to mark “Enable 

HTTPS” if relevant. 
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Choose if you wish to install the additional Backend Service (Monitors the 

Sensor Pack and provides API capability). 
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If an error occurred while updating the Lookup files, update them manually as 

explained in section 4.6. 

 

4.6 The Directory Structure of the Azure Sensor Pack    

The installer will extract all the Azure Sensor pack files and sub directories to the 

following directory on the PRTG Probe server: 

"<drive>:\Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML\" 

The Azure Sensor pack will not function anywhere else. The extracted files will 

create a directory structure as seen below. The root directory under EXEXML 

will look like the picture below: 

 

 AutoMonX directory content:  
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AutoMonX Root directory would include the following files 

Filename Purpose 

AutoMonX_AzureSensorEngine.cmd 

AutoMonX_AzureSensor.cmd 

Used for invoking the Sensor by PRTG 

 

Common directory would include the following files: 

Filename Purpose 

ExecutableActivation.dll 
ExecutableActivation.pdb 
FileHelpers.dll 
FileHelpers.xml 
Newtonsoft.Json.dll 
Newtonsoft.Json.xml 
Renci.SshNet.dll 
Renci.SshNet.xml 
SensorAutoDisco_UI.exe 
SensorAutoDisco_UI.exe.config 
SensorAutoDisco_UI.ini 
SensorAutoDisco_UI.Lib.dll 
SensorAutoDisco_UI.Lib.pdb 
SensorAutoDisco_UI.pdb 

Discovery and monitoring User Interface 

files 

LicDetailsLocator.exe Utility to gather the required details for 

license generation 

AutoMonX_PRTG_Automation.exe 
AutoMonX_PRTG_Automation.ini 
AMX_PRTG_senors_issues.exe 

Monitoring Automation module files 

exclude_mon - Example.csv 
exclude_mon.csv 
include_mon.csv 
down_sensors_filter.ini 
pause_sensors_filter.ini 

Filtering logic files for Monitoring 

Automation 

AutoMonX_ReqFetch.dll 
libcrypto-1_1-x64.dll 
libgcc_s_seh-1.dll 

DLLs required for Monitoring Automation 
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libssh2-1.dll 
libssl-1_1-x64.dll 
libstdc++-6.dll 
libwinpthread-1.dll 
zlib1.dll 

 

Azure directory would include the following files: 

Filename Purpose 

Contrib 
Data 
Logs 
Queue 
Reports  
ResponderREQ 
Scheduler 

Sub-directories required for the Azure sensor 

operation 

AutoMonX_AzureCollector.exe 
AutoMonX_AzureResponder.exe 
AutomonX_AzureSensor.exe 
AutoMonX_AzureSensorRun.exe 
automonx_azuresensorsumm_starter.exe 
Azure_Backend_Service.exe 

Azure Sensor Pack executables 

AutoMonX_AzureSensor.ini 
AzureConnProfiles.ini 

Azure Sensor Pack main configuration file and 
Azure Connection profiles configuration file 
(for multiple Tenants) 

AutoMonX_AzureLicense.dat 
AutoMonX_AzureTenantLicense.dat 

Azure sensor license file – Sensors 
Azure Tenants license file 

libcrypto-1_1-x64.dll 
libgcc_s_seh-1.dll 
libssl-1_1-x64.dll 
libstdc++-6.dll 
libwinpthread-1.dll 
zlib1.dll 

Azure sensor DLL files 

 

OVL directory content: 

Filename Purpose 

automonx.azure.availability.ValueLookup.ovl 

automonx.azure.availabilitymetric.ValueLookup.ovl 
automonx.azure.certificate.ValueLookup.ovl 
automonx.azure.connectionstatus.ValueLookup.ovl 
automonx.azure.defender.ValueLookup.ovl 
automonx.azure.jobbackupstatus.ValueLookup.ovl 
automonx.azure.quota.ValueLookup.ovl 
automonx.azure.status.ValueLookup.ovl 
automonx.azure.taskstatus.ValueLookup.ovl 

PRTG custom lookup file for the Azure 

Sensor Pack 
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Contrib directory content: 

Filename Purpose 

Amx_Discovery_Addition.cmd 
Amx_Discovery_Addition.ps1 
Amx_Sensor_Deletion.cmd 

Example scripts for running automated 

discovery and addition to PRTG. Please don’t 

edit these files – instead copy to a different 

folder, as they will be overwritten upon 

upgrade. 

 
 

Reports directory content – here you will find the Auto Discovery reports in 

HTML format. 

Scheduler directory content: 

Filename Purpose 

Scheduler.csv Sample settings for the scheduler functionality 

that allows running API commands for the 

Azure Sensor Pack automation such as 

discovery, monitoring automation and more 
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4.7 Lookup File Handling (on-prem PRTG) 

You need the AutoMonX Azure Sensor Lookup files to properly display the 
sensor output in PRTG. Copy the following files from the OVL folder, located in 
the zip file to the following folder on the PRTG Core server. 
 
"<drive>:\Program Files (x86)\PRTG Network Monitor\lookups\custom"  
 

Below are the OVL files you need to copy: 
• automonx.azure.availability.ValueLookup.ovl 

• automonx.azure.availabilitymetric.ValueLookup.ovl 

• automonx.azure.certificate.ValueLookup.ovl 

• automonx.azure.connectionstatus.ValueLookup.ovl 

• automonx.azure.defender.ValueLookup.ovl 

• automonx.azure.jobbackupstatus.ValueLookup.ovl 

• automonx.azure.quota.ValueLookup.ovl 

• automonx.azure.status.ValueLookup.ovl 

• automonx.azure.taskstatus.ValueLookup.ovl 

After copying the Lookup files to the PRTG Core Server, you would need to 

reload the PRTG Lookup database by the following action: 

From the PRTG upper menu -> Setup -> System Administration -> 

Administrative Tools -> Reload Lookup Files 
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4.8 Lookup File Handling (PRTG Cloud) 

You can now manually add the custom Automonx lookup files into hosted PRTG. After 

installation on the probe you can find them in the folder: PRTG Network Monitor\Custom 

Sensors\EXEXML\AutoMonX\OVL 

 

 

 

Upload Custom Files 
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Custom Files 

1. Click  next to the ovl file type and browse for the path to the file in the File 

Explorer. 

2. Select the file and click Open. 

  

 

Custom File 

3. Click Upload to upload the custom ovl files. 

 

Custom File Upload Successful 
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Previous way to handle hosted PRTG lookups: 

Since custom lookup files are not available in the PRTG Cloud edition, the Azure 

Sensor pack can also function with the built-in lookup files. To enable the PRTG 

Cloud mode, you need to edit the AutoMonX_AzureSensor.ini file. 

Open the AutoMonX_AzureSensor.ini file in Notepad and modify the following 

line from false to true (support PRTG Cloud) 

CLOUD_VLOOKUP=true 

Save the file and restart the AutoMonX Azure Sensor Service. 
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4.9 Requesting a License for the AutoMonX Azure Sensor pack 

The initial license file used by the Azure Sensor Pack, part of the downloaded 

zip file, is empty and functions as a place holder. You must activate the sensor 

by obtaining a license. 

To successfully activate the Azure Sensor Pack, you must contact AutoMonX 

Ltd either by filling the license request form at http://www.automonx.com/azure  

Or by sending an email to sales@automonx.com and provide the following 

information: 

• Your first and last name 

• Your contact details (email, phone) 

• Your business addresses. 

• The hostname of the PRTG Probe server machine  

• The IP address of the PRTG Probe server  

Important: The hostname is case sensitive. Please use the 

LicDetailsLocator.exe utility to obtain the hostname and IP address 

AutoMonX would provide you with a fully functional software evaluation license 

(two strings) valid for 30 days.  

At the end of the evaluation period, you would need to purchase a license to 

continue monitoring your Azure infrastructure. 

4.10 Activating the Azure Sensor pack License  

In version 3.23 and higher, you can activate the licenses of the Azure Sensor 

Pack by opening our UI and selecting the Settings Tab. Select “Azure” from the 

Product drop-down list (if not selected) and paste the license string you have 

received via email. 

You can also activate the Azure Sensor Pack by editing the following files via 

Notepad, pasting the relevant license string(s) you have received via email and 

saving the files. 

AutoMonX_AzureLicense.dat – For Azure Sensor pack resources monitoring 

license for single Tenant scenarios. 

AutoMonX_AzureTenantLicense.dat – For Azure Sensor pack multi-tenant 

license for multiple Azure tenants monitoring scenarios. 
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5 Azure Sensor Pack Configuration  

5.1 Preparing for Configuring the AutoMonX Azure Sensor pack  

The AutoMonX PRTG Azure Sensor pack connects to Microsoft Azure via a 

service principal, that at least must have read permissions. You need to obtain 

the following information for the AutoMonX Azure Sensor Pack to properly 

function: 

• APP Identification key (Application Id) - AZURE_AD_ID 

• AD password KEY (SECRET KEY) - AZURE_PASS 

• Tenant Identification key - AZURE_TENANT 

The connection information of the first Azure tenant added to monitoring is 
always stored in AutoMonX_AzureSensor.ini.  

Starting with Azure Sensor Pack version 4.0, when monitoring a multi-tenant 
Azure environment, the location of the connection parameters for any additional 
Azure tenant(s) has moved to a new file called AzureConnProfiles.ini.  
 
The Azure connection settings are modified by using the AutoMonX UI. Check 
the Configuring the Azure Sensor Pack section for more information.   
 

Note: The Azure Sensor Pack is backward compatible and will be able to read 
the Azure connection details from their previous location.  

 

The Tenant ID is the Directory ID which can be found in the Properties sub-

menu in the Azure Active Directory resource. 

Use the following guide to create a service principal to get an Application Id and 

password: 

https://docs.microsoft.com/en-us/azure/azure-resource-manager/resource-

group-create-service-principal-portal  

It is recommended to follow the entire guide in order to prepare all the relevant 

settings for the AutoMonX Azure Sensor Pack. 
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5.2 Proxy Server Connection Configuration 

The following is required to configure the proxy data. In the file 
“AutoMonX_AzureSensor.ini” add the following lines: 

[PROXY] 
PROXY_SERVER= 
PROXY_PORT= 

For example: 

 

5.3 Configuring the AutoMonX Azure Sensor pack  

You need to start the Azure Sensor pack configuration UI by running as 

Administrator a file called SensorAutoDisco_UI.exe from the AutoMonx\Common 

folder.  

Use the configuration UI to fill the required details for the Azure Sensor Pack to 

connect to Azure API as the initial ini file contains dummy data. 
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Important: Press the Apply button to save your changes and press the “Install 

Service” button to install the Azure Sensor Pack service. 

 

Azure Billing Information: Starting with version 4.2.8 of the Azure Sensor 

pack, it is no longer required to add the Azure billing information. The Azure 

billing information will be automatically discovered. 

 

Below is an example how the UI would look like if the service is already  

installed and started. 
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In some cases, where the Azure Sensor Pack service is not started, the UI 

would make visible the “Start Service” button so you can start the Sensor Pack 

service from our UI 
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5.4 Azure Sensor pack - Configuration Check 

To verify your Azure Sensor Pack installation, start the UI, go to 

AutoMonX\Azure\Common directory and run as Administrator the 

SensorAutoDisco_UI.exe file. 

Fill in all the required information. Press the Config Check button to initiate a 

self-check to make sure everything was configured correctly. Successful test will 

look like the screen below:  
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When a Multi-Tenant license is available, Config check will report the number of 
Tenant licenses: 
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5.5 Azure Sensor pack – Upgrade Instructions 

If you are required to upgrade an existing installation of the AutoMonX Azure 

Sensor Pack, please follow the steps below. 

Upgrade Notes:  

The license of any version prior to v4.0.28, needs to be migrated. Please contact 

sales@automonx.com before upgrading to the latest releases. 

When upgrading from version 4.0.17 or lower, update the OVL files in the 

relevant directory and reload them via the PRTG Web Administration page. 

Delete all the AutoMonX_Azure_types.dat files and run full discovery, otherwise 

the metrics polling will not function properly. This is automated with the installer 

in later versions. 

Starting from version 4.2.0, auto-discovery by default uses the HTTP Data 

Advanced sensors as the integration point with PRTG. This is by design as it 

replaces the previous EXE/Script Advanced sensor. You can fallback to EXE 

type sensors by changing the HTTP_SENSOR_MODE value in the 

AutoMonX_AzureSensor.ini file.  

Make sure to follow the upgrade procedure carefully and avoid copying INI and 

the license (.dat) files from the zip file unless instructed. It is suggested to pause 

the Azure Sensor Pack sensors until the upgrade is completed. 

Using the Azure Sensor Pack Installer is highly recommended. The installer 

automatically upgrades all the Sensor pack files. Automatic upgrade to the latest 

version is supported starting from version 4.0.17 of the Azure Sensor pack. 

• Download the latest Azure Sensor Installer from 

https://www.automonx.com/downloads 

• Make sure to pause the Azure root group in PRTG. 

• Add the PRTG passhash to the configuration file (To smoothly update the 

lookup files. You may delete this later). For example:  
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• Make a backup of the entire AutoMonX folder. 

• Start the installer and follow the instructions. 

 

When upgrading make sure to tick the AutoMonX Azure Backend Service every 

time if it is already installed: 
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• If an error occurred while updating the Lookup files, update them 

manually as explained in section 4.6. 

• Resume the sensors in PRTG. 
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5.6 Azure Sensor pack Service – INI config 

The following table shows the configurable settings in the 

AutoMonX_AzureSensor.ini file. 

Parameter 
Default 

Value 
Details 

AZURE_AD_ID Empty 

This is the application connection ID. Can 
be retrieved using the following guide: 
https://docs.microsoft.com/en-
us/azure/azure-resource-
manager/resource-group-create-service-
principal-portal#get-application-id-and-
authentication-key 

Or refer to this section: Troubleshooting 
Retrieving Azure application ID and 
tenant ID 

AZURE_PASS Empty 

This is the application connection 
authentication key Can be retrieved using 
the following guide: 
https://docs.microsoft.com/en-
us/azure/azure-resource-
manager/resource-group-create-service-
principal-portal#get-application-id-and-
authentication-key 

Or refer to this section: Troubleshooting 
Retrieving Azure Application Pass 

AZURE_TENANT Empty 

This is the Tenant Id of the Active 
Directory Azure Application. Can be 
retrieved using the following guide: 
https://docs.microsoft.com/en-
us/azure/azure-resource-
manager/resource-group-create-service-
principal-portal#get-tenant-id 
 
Or refer to this section: Troubleshooting 
Retrieving Azure application ID and 
tenant ID 

IGNORE_INVALID_DATA_RETRIES 2 
How many times should the Sensor Pack 
ignore invalid data messages from 
Microsoft Azure 

IGNORE_ERROR_RETRIES 2 
How many times should the Sensor Pack 
ignore temporary errors conditions  
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SEND_ERROR_RETRIES 20 
Retry count for getting data from an 
unresponsive resource. 

CONNECTION_AND_TOKEN_TIMEOUT 60 Data fetch timeout from Azure Portal 

REQUEST_TIMEOUT 80 

This setting controls for how long a 
sensor exe will stay alive until it reaches 
a timeout. Should set higher as more 
sensor are added. 

PREDATA_VALID_SEC 700 Sensor data validation intervals. 

PROCESSING_TIMEOUT 200 Sensor data fetch timeout in seconds. 

DATA_CACHING_SEC 200 
Minimum time to wait between the same 
Azure API calls, to lower the number of 
fetches in case of excessive PRTG calls. 

THREAD_NUMBER 8 

The number of threads the Azure Sensor 
will use for running. More threads mean 
better Sensor efficiency but higher CPU. 
See Service Threads section for more 
information. 

SERVICE_RESTART_MIN 1440 
This setting controls how long in minutes 
to keep the service running before a 
controlled restart. 

AZURE_SELF_MON_SERVICE_CHECK 60 
The interval in seconds between 
performing the service functionality 
check. 

AZURE_SELF_MON_MEMORY_LIMIT_MB 1000 

The limitation in MB of the amount of 
RAM taken up by the AutoMonX 
processes. Lowering this might cause 
unwanted frequent restarts to the service. 

DEBUG_LOG_DIR LOG_DIR 

This setting tells the Sensor Pack where 
to store its debug log files. The default 
LOG_DIR points to the 
AutoMonX\Azure\Log folder. Leave blank 
to point to the PRTG log folder (Usually: 
C:\ProgramData\Paessler\PRTG Network 
Monitor\Logs (Sensors) 

SERVICE_DEBUG 0 

This setting runs the service in debug 
mode. Requires a service restart for 
every change of setting. The debug log is 
written to the 
AutoMonX_ServiceDebugLogger file. 
This file should be reviewed by 
AutoMonX support for any assistance. 
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This setting should be turned off when 
a debug mode is not necessary.  

HTTP_SENSOR_MODE 1 

Discovery will generate sensors of type 
HTTP Data Advanced. To fallback to 
EXE/Script Advanced type sensors, turn 
this value to 0. 

SET_SENSOR_NOT_FOUND_TO_WARN false 
When set to TRUE, will automatically 
mark removed resources as warning 
instead of error. 

CLOUD_VLOOKUP false 
Support for non-custom lookup when 
using PRTG cloud. Configure this setting 
before adding to PRTG. 

AZURE_DEPRECATED_METRICS OFF 
When set to TRUE, will allow the 
discovery of deprecated metrics from 
Azure Portal. 

DISCOVER_BACKUP_JOBS_SUMMARY False 
Change to True if you with the Backup 
jobs to be discovered in a summary 
sensor per backup vault. 

SET_AZURE_HEALTH_CRITICAL_STATE any 
When set to non_user, will mark any 
virtual machines stopped by user as 
warning instead of error. 

DISABLE_DEFAULT_THRESHOLDS FALSE 
When set to TRUE, will disable all default 
thresholds from channels (not including 
lookups) 

AZURE_USED_REGIONS  

Used for displaying the relevant channels 
in the quota sensors. List the used 
regions by your organization separated 
by commas to limit the channels to the 
regions you would like to see. 

AZURE_QUOTA_LIMIT 80 The limit to alert quota usage. 

<metric_name>_Aggregation_Type  
Custom parameters to edit the 
aggregation type of specific metrics. 

AZURE_GOV_ENABLED=TRUE 
AZURE_GOV_COUNTRY=USA 

FALSE Support for government costumers 

VM_NAME_FOR_SNMP 
TRUE 

Set to TRUE to activate SNMP discovery 
by PRTG for VMs in the SNMP section in 
the UI. Set to FALSE to remove the 
“Node” label from the VM name. 
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6 Introducing Multi-Tenant Azure Monitoring 

The AutoMonX Azure Sensor Pack is capable to automatically discover and 
monitor multiple Azure Tenants from a single PRTG probe. This major 
improvement allows CSPs/MSPs and large enterprises to monitor their entire 
Azure estate without being limited by Tenant boundaries.  
 

Important License information: To support the Multi-Tenant version, new 
license types are available as specified below. If you require to monitor multiple 
tenants, make sure to contact AutoMonX sales sales@automonx.com to obtain 
the most suitable license type. 

  

6.1 Multi-Tenant License Types Explained 

Additional license types are available to facilitate the monitoring of resources in 

multiple Azure tenants.  

• The license is bound to PRTG probe machine  

• Single-tenant Azure Sensor pack licenses are still available  

• Multi-Tenant licenses are sold in packs: 

o 5 Tenants 

o 10 Tenants 

o 15 Tenants 

o 20 Tenants 

o 25 Tenants 

o 50 Tenants 

 

• Each Multi-tenant license pack allows you to monitor an unlimited 

number of subscriptions and unlimited number of sensors within the 

number of tenants you have purchased. 

 

• License boundaries/limitations:  

o Your PRTG License 

o The number of Tenants in the Multi-Tenant license you have 

purchased (5,10,25,50) 

o The license is bound to a specific PRTG Probe 

o The PRTG Probe physical capabilities  
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6.2 Configuring multi-Tenant Discovery 

You need to configure the details of each tenant you wish to add to Azure 
Sensor Pack auto-discovery by using our UI.  
 

 
 
Connection Profiles:  

 
 
Connection Profiles have been introduced for quick and easy identification of 
tenants in our UI and in PRTG. You can edit these labels by using the editing 
icons. You can move between different Connection Profiles by using the drop-
box menu. 
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Important: Once a connection profile was added and its respective tenant 
subscriptions and their Azure resources have been added to PRTG, it is better 
to keep the same Connection Profile names and not modify them, as it may 
create duplicate entries in PRTG during additional rounds of auto-discovery and 
Monitoring automation activities. 

 
Connection Profile editing icons: 

 
• Plus sign:  Add new connection profile details 

• Trashcan: Delete a connection profile from the list 

• Pencil: Modify tenant label 
 

6.3 Encryption of Connection Profile details   

Version 4.x introduces the ability to encrypt the Azure connection profile details. 

You can choose to encrypt any of the connection details: App ID, Secret Key or 

Tenant ID by ticking the check boxes on the right as seen below: 

 

Important: Once the connection details of a profile are encrypted, there is no 
way to decrypt them via our software for you to see. This is by design and aimed 
at protecting your Azure connection details. It is recommended to store the 
connection details in a safe place or password management software in case 
you would need to enter them again.  

 

Encryption via CLI is available with the command:  

AutoMonX_AzureCollector.exe -enc_data <secret_key> 

6.4 The Azure Sensor hierarchy in PRTG  

Our Monitoring Automation creates a tree-structured hierarchy based on some 
initial configuration made in our UI. You need to provide the top-level group for 
all Azure assets (needs to be manually created in PRTG) and specify the labels 
for each Tenant in our UI. The rest of the hierarchy would be automagically 
created for you in PRTG as seen below: 
 
PRTG Probe (where the Azure sensor is installed) 
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- Azure (The top-level PRTG group you need to manually create, could be 

any name) 
 

o Tenant label (in a format of <Tenant Label>-<Last 4 digits of 
Tenant id) i.e. AutoMonX-3234. The group must be created 
manually. 
 

▪ Subscription name (in a format of <sub name>-sub. i.e. 
Prod – sub) 
 

• Resource Group(s) – Automatically generated by 
Monitoring Automation (i.e. SQL, LogicApp, Storage 
etc) 

 
See below an example of the tree structure created automatically by our 
Monitoring automation: 
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6.5 Migration to Multi-Tenant Version 

If you are planning to monitor multiple Azure tenants via the Multi-Tenant 

functionality and your existing Azure Sensor Pack version is prior to v4.x, follow 

the steps below: 

1. Upgrade the software version: Complete the software upgrade steps as 

explained in Upgrade instructions.   

 

2. Add new Azure tenant(s): Start our Configuration UI and add the new 

Azure Tenants you want to auto-discover and monitor. 

 

3. Modify Tenant label(s): Your existing Tenant will get a default label: 

MyTenant. You can modify it via the UI to a label of your choice. 

 

4. Update the Configuration: Use the “Update Config button” to start the 

configuration update.  

 

 
 

The following warning will be shown: 

 

    Press on Update button to continue with the process or Cancel it. 

5. Upgrade Process: The Azure Sensor Pack will start to re-discover the 

tenants in a sequential order. During the re-discovery, monitoring will 

continue without interruptions 
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6. Finalizing the update: At the end of the process that may take several 

hours, the following messages will be shown: 

 

Press Finalize button to complete the update process. During this step the 

Azure Sensor pack service will stop and start automatically.  

7. Adding the new Tenant(s) to PRTG:  Use our UI to add the new 

Tenant(s) to PRTG as explained in the next section of this guide. 

 

  

mailto:support@automonx.com


 

 
                       

 

AutoMonX Ltd © 2024 All Rights Reserved 
Web : http://www.automonx.com     
 Email : support@automonx.com 

     
40 

 

 

7 Auto Discovery and Monitoring Automation 

7.1 Automatic Discovery of Azure Resources 

The AutoMonX Microsoft Azure Sensor Pack needs to scan the Azure 

environment for any resources it can monitor. In auto-discovery mode, the 

Sensor Pack will generate a list of all the Azure resources in your environment 

that it can monitor. It would also provide you with the required sensor 

configuration to monitor these resources. 

Important: Starting version 4.2.x, the default sensor type used for integrating 

the Azure Sensor Pack with PRTG is HTTP Data Advanced as it has much 

lower performance hit on the PRTG Probe. If you wish to continue utilizing the 

EXE/Script Advanced type sensors, change the HTTP_SENSOR_MODE 

configuration in the AutoMonX_AzureSensor.ini file prior to running discovery 

There are two discovery modes: 

1. Thorough Discovery  

2. Quick Discovery  

The Quick discovery is currently only available via CLI, read more here. 

Press the “Discover” button to start the Azure resources discovery. At this stage, 

the auto discovery will take place.  

Note:  Depending on the network connection, the Azure API response time and 

taking into account the size of your Azure deployment, it can take between a few 

minutes to several hours to complete. 
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You can cancel the discovery process while it is running by pressing the 

“Cancel” button. 

The discovery process can take some time, follow-up the progress by checking 

the message area at the bottom of the screen.  

Timeout messages may appear sometimes during the discovery process, but 

you can safely ignore them if they last no longer than 10 minutes. 

When auto-discovery has completed, the following window will pop-up. Now you 

can move to the next tab and examine the discovery results. 

 

7.2 Previous Discovery Results handling 

In cases there are previous auto-discovery results, the UI will offer to use them 

instead of re-discovering again the Azure resources, which can be time 

consuming. 

 

Before starting auto-discovery, the UI will backup any previous discovery results 

and pop-up the following window: 
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7.3 Sensor types created by the Azure Sensor pack 

The Azure Sensor Pack auto-discovery will create several sensor types, most of 

them are custom sensors: 

Sensor Type Description Actions in Azure Portal / 

PRTG  

Azure App Metrics Resource-specific performance metrics 

available via the Azure API, multiple 

channels in PRTG 

Performance Metrics must 

be enabled per each 

resource via the Azure portal  

Azure Service Health  Resource health as reported in Azure 

portal, two channels  

Resource health needs to be 

configured via the Azure 

portal 

Azure VM Multi-Disk For Virtual Machines only, disk metrics 

polled with Log Analytics. 

Log Analytics must be 

enabled on the virtual 

machine. 

Azure LogicApp The workflow status of a Logic App.  

Azure DataFactory 

DataSet 

The Data Factory Status  

Apps Secret Key 

Status 

The expiry time of each secret key 

under available Apps. 

 

Azure Billing 

 

Azure Billing data, several channels 

that cover supported and un-supported 

resources  

 

AutoMonX License 

 

Self-monitoring sensor that shows 

license consumption and days left for 

maintenance and license to expire (if 

applicable) 

N/A 
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7.4 Selecting Azure Sensors for Monitoring 

Press “Next” to move to the next tab. All the discovered Azure resources would 

be presented: 

 

Select the sensors you want to add to PRTG by clicking on the relevant 

checkbox on the left side of the table. You can also click on “Select All” to mark 

all the sensors. There is also an option to present only certain sensors by using 

the Search window as seen below: 
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Click “Appply” to save your settings. A confirmation window will pop-up. Click 

“OK” to confirm or “Cancel”. 

 

Press  “Next” to proceed to the “Add sensors to PRTG” tab. 

See section 6.10 for the location of the Discovery results report. 
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7.5 Configuring PRTG Group Settings 

The PRTG Group Settings window provides you with the option to change the 

scanning intervals of the sensors under the Azure PRTG group. By default, the 

sensors are added with a 300 second interval (5 minutes). You can tick on the 

“inherit” checkbox to add the sensors in the Azure groups with the PRTG interval 

inherit system. More information can be seen it the bottom of the window. 

This is an optional setting. Use the “Next” button to move to the next tab 
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7.6 Auto-Discovery of Azure Virtual Machines SNMP Sensors 

Starting with version v3.32 of the Azure Sensor Pack, it is possible to 
automatically discover and monitor the SNMP performance metrics and Ping 
(ICMP) of Virtual Machines (Windows or Linux) hosted in Azure, along with the 
Azure-based metrics, already avilable via the Azure Sensor Pack. 
 
Such hybrid approach will allow you to enjoy the best of two worlds – the rich 
functionality of Azure metrics monitoring coupled with OS-based SNMP 
performance metrics under a single device in PRTG. 
 

7.7 Preparing for Auto-Discovery of Azure Virtual Machines 

You need to perform the following tasks before initiating Auto-Discovery of 
SNMP metrics: 
 

• DNS – Configure a DNS record for each VM in the Azure Portal 

 
• Networking Ports – Configure and open networking ports for SNMP 

(UDP 161) and ICMP  
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• SNMP Service - install the SNMP service on each Virutal Machine you 

wish to monitor via the SNMP Discovery. 

 

• Community String in PRTG: You must configure the SNMP community 

string in the PRTG group where plan to create the Azure Virtual Machines 
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7.8 Running Auto-Discovery of Azure Virtual Machines 

Make sure you have completed the preparations for monitoring the Virtual 

Machines. Initiate a new Azure resources discovery using our UI. 

In the Discovery Results tab, select the Virtual Machines resources it identified 

and press “Next”. In the SNMP Discovery tab choose the Virtual Machines that 

have been prepared for monitoring via SNMP and press “Apply” 
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7.9 Automatically Adding Azure Sensors to PRTG 

Important:  

• Fill-in your PRTG credentials and make sure that the PRTG Web 

interface connection details (username, password, server IP, port and if 

HTTPs was enabled) for this step to succeed 

• When using Hosted PRTG password is not supported, only passhash. 

• You need to manually create a target group in PRTG that will contain 

the Azure resources sensors before running “Add sensors to PRTG”. 

The default group that our Monitoring Automation is configured to use is 

AutoMonX_Azure. You can create a group with a name of your choice 

and indicate it in the “PRTG Group” field. 

• In case of Multiple Tenants, make sure to create groups with different 

names in PRTG. Discover each tenant from its respective PRTG Probe 

and make sure to point our UI to the relevant group (per the Azure 

tenant you have discovered) 
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Press “Apply” to save your settings. 

You can also test the connection to PRTG to make sure everything is correct. 

 

Press “Add to PRTG” to add the device and the sensors to PRTG. Confirm the 

group in PRTG that the Azure resources would be added to. 

 

Allow the AutoMonX Monitoring Automation to add the resources and their 

sensors to PRTG. This could take several minutes depending on the size of the 

PRTG installation and the number of sensors to be added. When the process 

has successfully completed you can close the UI. 

 

7.10  Resuming Adding Sensors in case of Timeouts 

Important: The PRTG API sometimes fails to timely respond to the Monitoring 

Automation API calls.  It may cause a timeout and the process of adding sensors 

may fail. In such cases, wait a few minutes and resume the addition of devices 

and sensors by pressing the “Add to PRTG” button. The Monitoring Automation 

will continue from the point it has stopped.  
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7.11  Automatic Discovery of Azure Application Insights 

The AutoMonX Azure Sensor Pack has the capability to monitor the Azure Application 

Insights in your environment. The Application Insights sensor is used to monitor Azure 

resources that perform requests. Request information is saved in Azure Insights. The 

Sensor uses the insight identification and key to monitor the Insights. 

The process is very similar to adding other Azure resources to monitoring through 

PRTG. 

After you discover the resources in your environment using the Auto Discovery, another 

button would appear in the buttons line “Discover Insights” as seen below:   

 

Clicking the “Discover Insights” button will open a window showing all the discovered 

insights in your environment. 
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You will need to fill the API keys according to each Application Insight you want to 

monitor. Create an API key for Application Insights via the Application Insight page in 

your Azure Portal environment as seen below. 

Important: Make sure to grant the API Key permissions to Read Telemetry information. 
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Place the newly generated key in the API Key cell for each Application Insight you want 

to monitor. 

 

When you finish, click the OK button and let the Application Insights discovery to 

run. The next steps are similar to the addition of any other sensor to PRTG as 

described in section 6.3 Selecting the Azure sensors for monitoring 

7.12  Using CLI to Discover Azure Resources  

The AutoMonX Microsoft Azure Sensor Pack needs to scan the Azure 

environment for any resources that it can monitor. In the discovery mode, the 

Sensor Pack will generate a list of all the Azure resources in your environment 

that it can monitor and provide you with the required sensor configuration to 

monitor these resources. There are several discovery modes of Azure 

resources: 

1. Thorough Discovery (Resources and Metrics) 

2. Quick Discovery of Azure Resources only 

3. Quick Discovery of Azure Resource Metrics 

4. Quick Discovery with Inclusion/Exclusion 
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7.13 Azure Sensor Pack Discovery Modes explained 

Since there are multiple discovery options, below is a table that compares the 

discovery functionality and their benefits: 

Discovery 

Mode 

Functionality Pros and Cons 

Thorough  Default discovery mode 

available in our UI. Discovers all 

the subscriptions, resources and 

metrics 

Easy to use in a UI-interactive 

mode. 

Longer time to see full results. 

Great for the initial discovery 

of your Azure estate and all 

their metrics. Push all the 

metrics in two simple steps to 

monitoring 

Quick – 

Resources 

only 

Quick discovery of Resources 

only (no metrics), available in 

CLI only 

Great for initial discovery of 

your Azure estate without 

spending time on metrics 

discovery 

Quick – 

Metrics only  

Quick discovery of the metrics of 

Resources  

Great to focus on specific 

resources only and get their 

metrics ready to be pushed to 

monitoring. 

Uses the Azure resources 

discovered in a previous step 

and discovers only their 

metrics. 

Quick – New 

resources only 

Quick discovery of new 

resources and their metrics 

Great for when you have a 

large environment and want to 

discover and add only new 

resources to monitor 

Quick –

Discovery with 

Inclusion or 

exclusion of 

specific 

resource types 

Quick discovery using the 

exclude and include 

configuration files. Can be used 

with any of the above options. 

Great for even quicker 

discovery when you have a 

good grasp of what you want 

to monitor. 

Might exclude resources you 

do wish to monitor. 
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7.14 Azure Resources Discovery – CLI Options 

Below are some examples for running Auto discovery of Azure resources using 

the CLI.  

• Discover all subscriptions and resources (single Tenant) 

AutoMonX_AzureCollector.exe -discovery -sub -All 

• Discover resources of a specific subscription (single Tenant) 

AutoMonX_AzureCollector.exe -discovery -sub <Subscription Name> 

• Discover a specific Azure Tenant in a Multi-tenant environment. The 

tenant number is configured in the file “AzureConnProfiles.ini”. For the 

first tenant configured in the file “AutoMonX_AzureSensor.ini” use 0 or 

run discovery without the tenant option as in the previous examples. 

      AutoMonX_AzureCollector.exe -discovery -sub -All -tenant <tenant_number> 

7.15  Quick Discovery CLI Options 

Depending on the size of your Azure environment, the full discovery process can 

take a long time. For shorter discovery (50% or more in time savings) use the 

following CLI options. 

• Azure Resources-only discovery (no metrics, quicker results): 

AutoMonX_AzureCollector.exe -discovery -sub -All -resources 

• Azure Metrics-only discovery on supported resources.  

Important: For first time, use this option only after running the resource 

discovery or after a full discovery was performed: 

AutoMonX_AzureCollector.exe -discovery -sub -All -metrics 

Running a discovery without the options resources and metrics will result in a 

thorough discovery. 

• Azure new resources only discovery (only resources that weren’t 

discovered in a previous discovery): 

Important: For first time, use this option only after running the metrics 

discovery or after a full discovery was performed: 

AutoMonX_AzureCollector.exe -discovery -sub -All -new_resources 
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• Include/Exclude discovery  

Using the option below would substantially narrow down your discovery 

time only for specific resource types or resources with a predefined Azure 

Tag. It instructs the discovery process to consult two configuration files: 

include_mon.csv and exclude_mon.csv. See this section for more details. 

AutoMonX_AzureCollector.exe -discovery -sub -All -whitelist 

7.16 Azure Resources Discovery Report 

Running the discovery commands generates a report that contains the following 

information: 

• Subscription names. 

• List of Microsoft Azure resources for each subscription. 

• Command line parameters for the AutoMonX Azure PRTG Sensor pack. 

• List of unsupported resource types. 

• List of Azure resources that don’t have their monitoring metrics enabled. 

The commands to monitor the supported resources will be found in <Sub 

Name>_AutoMonX_Azure_Report.html in the PRTG EXEXML program folder 

under the Azure folder. 

Note: The PRTG EXEXML program folder is usually located in the path: 
<Drive>: \Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML  
Or:  
<Drive>: \Program Files\PRTG Network Monitor\Custom Sensors\EXEXML  

If the -sub -all parameters were used, the report name will be set to 
ALL_AutoMonX_Azure_Report.html. 

Below is a sample report: 
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7.17 Azure Delta Discovery Report 

For customers with a constantly expanding Azure environment, who want to 
track the newly added resources, a Delta discovery report was added. The delta 
reports shows only the new resources added during last discovery. 

<Sub Name>_AutoMonX_Azure_Discovery_Delta.html  

 

7.18 Azure Channel Limits Report 

This report is created automatically based on your sensors and shows the out of 
the box limits configured for different types of resources. The purpose of this 
report is to give you a clear picture of the thresholds the AutoMonX sensors 
have configured. 

AutoMonX\Azure\Logs\ChannelLimits.csv 

7.19  Monitoring Automation Files 

The Monitoring Automation files are created in the Azure Sensor pack settings 

folder and contain the commands that allow to add the discovered Azure 

resources to PRTG.  

After a successful discovery, a file will be generated in the Data folder for each 

Azure subscription. The files are named according to the following format: 

<TenantID>_<subscription name>DiscoveryData.csv 

7.20  Using the Monitoring Automation CLI  

The Azure Sensor Pack contains a command line interface that automates the 

addition of Azure resources as sensors to the PRTG system.  

To use the automation CLI, first you must edit the file below that is in the 

Azure\Common folder: 

AutoMonX_PRTG_Automation.INI  

PRTG_USER=<prtg_administrative_user> 
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PRTG_SERVER=<prtg_server_name> 
The PRTG user must have read and write permissions to operate the program.  

A target group must be created in PRTG that will contain the Azure resources 

sensors.  

Below is an example of how to use the Monitoring Automation CLI: 

AutoMonX_PRTG_Automation.exe -file <DiscoveryData>.csv -p <passhash> -group 

<target_group> 

Instead of passing the passhash in the command line, it can be stored inside the 

file AutoMonX_PRTG_Automation.INI by editing the value of 

PRTG_PASSHASH=<passhash>. Another option is to use the prtg api key and 

store it in the file, PRTG_API_KEY=<api_key>. 

7.21  Adding the Azure Resource URL to PRTG Comments  

Adds the full URL to access the Azure resource in the Azure Portal. The URL is 

added automatically to the device comments tab in PRTG. This feature can help 

monitoring teams to rapidly access the relevant resource in the Azure Portal. 

To activate this feature, add the option resource_id to the discovery via CLI. Any 

newly created sensors will show the full resource URL in the device comments: 

AutoMonX_AzureCollector.exe -discovery -sub -All -resource_id 

 

7.22 Multi-tenant Discovery Scheduler 

For automatic discovery scheduling especially in large multi-tenant 

environments, see the following scheduling function. 

Configuration is done in the file “AutoMonx\Azure\Scheduler\Scheduler.csv”. 

You can also find an example file in the same directory. Adjust the “Time To 

Run” (Must be in the format Mon HH:mm), and the tenant id you want to run the 

discovery on. Please refer to the API guide for explanation about the API 

Params. 
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8 Supported sensor types  

8.1 SQL Database    

The Azure SQL Database resource is a fully managed relational cloud database. 

Its Metrics measure the database’s health and performance. 

 

8.2 SQL Elastic Pools    

The SQL Elastic Pool is a simple, cost-effective solution for managing and 

scaling multiple databases that have varying and unpredictable usage demands. 

The databases in an elastic pool are on a single server and share a set number 

of resources at a set price. The SQL Elastic pool sensor is used to monitor such 

pools. 
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8.3 Certificate    

The Azure Certificate resource verifies a secure connection to an internet 

resource. Its Metric measure its expiration date and host name binding status. 

 

8.4 App Service Plan (Server Farms) 

An App Service Plan consists of the underlying virtual machines that will host the Azure 

App Services. The App Service Plan defines the region of the physical server where 

your app will be hosted on and the amount of storage, RAM, and CPU the physical 

servers will have. Below is an example of such service (i.e. Server Farm) 
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8.5 Web Sites    

The Azure Web Apps resource is a scalable web application. Its Metrics 

measure the Web-App’s health and performance. 

 

8.6 Storage Accounts    

The Azure Storage Account resource is a massively scalable object storage for 

unstructured data. Its Metrics measure the storage’s health and performance. 
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8.7 Cloud Services    

Azure Cloud Services is an example of a platform as a service (PaaS). This 

technology is designed to support applications that are scalable, reliable, and 

inexpensive to operate. 

 

8.8 Database Accounts    

The Azure Database account resource manages scalability of databases. Its 

Metrics measure the account’s health and the databases requests. 
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8.9 Service Bus Namespace    

The Azure Service Namespace resource manages messaging communication 

between applications using a bus. Its Metrics measure the Namespace’s health 

and performance. 

 

8.10 Batch Accounts    

The Azure Batch Account resource manages job tasks. Its Metrics measure the 

Batch Manager’s health and performance. 
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8.11 Redis     

The Azure Redis Database resource is a managed key/value database. Its 

Metrics measure the database’s health and performance. 

8.12 Data Factory    

The Azure Data Factory resource performs analytical operations on data from 

various data sources using pipelines. Its Metric measure the pipelines status. 
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8.13 Scheduler    

The Azure Scheduler resource manages scheduling of job tasks. It Metrics 

measure the task’s Health Status 

 

 

 

 

 

 

 

 

8.14 Search Services     

The Azure Search Services resource manages search services performed on 

applications. Its Metrics measure the search service’s health and operations 
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8.15 Service Bus Queues    

Azure Service Bus is a fully managed enterprise message broker with message 

queues and publish-subscribe topics (in a namespace). Service Bus is used to 

decouple applications and services from each other. Azure Service Bus supports 

reliable message queuing and durable publish/subscribe messaging. 

 

8.16 Service Health    

The Azure Service Health sensor checks the current service health status of a 

resource. An error status will show as red with the provided error. Unknown 

statuses are shown as Warning. For Virtual Machines only, an additional 

channel VM Status will show with a text description. 
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8.17 Virtual Machines     

The Azure Virtual Machine sensor provides performance information regarding 

virtual machines hosted in Azure. An example is seen below. Additionally, our 

monitoring automation can invoke PRTG-native SNMP sensors that can also be 

automatically discovered and added under the same Virtual Machine device. 

 

 

 

 

mailto:support@automonx.com


 

 
                       

 

AutoMonX Ltd © 2024 All Rights Reserved 
Web : http://www.automonx.com     
 Email : support@automonx.com 

     
69 

 

 

8.18 Azure Billing    

The Azure Billing sensor provides information on the daily cost of a subscription. 

Can be used by providing an offer ID – offered parameter in the discovery 

process. Billing will be displayed in the currency relevant to your subscription 

and covers only the resources that the Azure API provides billing information 

about them. Resources that are not covered by the sensor are shown as 

“Missing Resources”. 

 

8.19 Azure Application Insights   

Application Insights, a feature of Azure Monitor, is an extensible Application 

Performance Management (APM) service for developers and DevOps 

professionals. Use it to monitor your live applications. The AutoMonX Azure 

Sensor Pack can help you to Auto-discover and monitor Azure Insights. 
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8.20  AutoMonX License   

The License sensor is an additional sensor type aimed at monitoring the 

AutoMonX licensing and maintenance status. This sensor will let you know if 

your license or maintenance period is about to expire and helps you to renew it 

on time. This will help you to enjoy continues monitoring and prepare for 

renewal, without the license ending unexpectedly. It also includes the memory 

usage of AutoMonX. 

 

8.21  Azure Logic App    

Azure Logic App is a cloud service that helps you schedule, automate, and 

orchestrate tasks, business processes, and workflows when you need to 

integrate apps, data, systems, and services across enterprises or organizations. 

Below is a screenshot of typical metrics you will get in PRTG: 
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8.22  Azure Disks     

Azure makes available several disk types for attaching them to virtual machines 

for usage such as OS or Data disks. The sensor below provides the metrics 

available for such disks: 

 

8.23 Azure Notification Hubs    

Azure Notification Hubs is a massively scalable mobile push notification engine 

for quickly sending millions of notifications to iOS, Android, Windows, or Kindle 

devices, working with APNs (Apple Push Notification service), GCM (Google 

Cloud Messaging), WNS (Windows Push Notification Service), MPNS (Microsoft 

Push Notification Service), and more. 

 

mailto:support@automonx.com


 

 
                       

 

AutoMonX Ltd © 2024 All Rights Reserved 
Web : http://www.automonx.com     
 Email : support@automonx.com 

     
72 

 

 

8.24  Azure Network Interfaces    

A network interface enables an Azure Virtual Machine to communicate with 

internet, Azure, and on-premises resources.  

 

8.25  Azure ExpressRoute Connections   

ExpressRoute lets you extend your on-premises networks into the Microsoft 

cloud over a private connection with the help of a connectivity provider. 
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8.26  Azure VPN Gateways Metrics    

A VPN gateway is a specific type of virtual network gateway that is used to send 
encrypted traffic between an Azure virtual network and an on-premises location 
over the public Internet. You can also use a VPN gateway to send encrypted 
traffic between Azure virtual networks over the Microsoft network. Each virtual 
network can have only one VPN gateway. However, you can create multiple 
connections to the same VPN gateway. When you create multiple connections 
to the same VPN gateway, all VPN tunnels share the available gateway 
bandwidth.  The Azure Sensor Pack can monitor various VPN Connection types 
such as: S2S (Site to Site), P2S (Point to Site) and M2S (Multi-site) connections. 
 

  
 

8.27  Azure Backup Jobs    

The Backup Job sensor monitors the status of the backup jobs under every 
Recovery Service Vault. By default, the AutoMonX Azure Sensor Pack supports 
the daily backup. If you have a weekly backup configured, please add the 
following configuration in the file “AutoMonX_AzureSensor.ini”: 
BACKUP_JOB_VAULT_<vault_name>_HOUR=168 
And restart the service for the changes to take effect. 
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8.28 Azure App Secret Key and/or Certificate Status   

The Azure Apps Secret Key is used for authenticating with the Azure API for a 

specific Azure App (App Registrations). Each secret key has an expiry date. 

After the secret key has expired it can no longer be used. The Azure App Secret 

Key sensor displays the remaining time until its expiry date. The Certificates for 

the App will also appear as a channel in this sensor 

To make the Azure Secret Keys discoverable and available for monitoring, you 

need to follow the procedure in Chapter 14.1. 
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8.29 Azure Kubernetes Services (AKS)  

Starting with release 4.0.15, The Azure Sensor Pack can discover and monitor 

the Azure Kubernetes Services (AKS). If the sensors are not discovered, enable 

the insights monitors (follow this guide). Four new sensor types were developed 

to support AKS: 

• Azure Kubernetes Cluster Metrics  

• Azure Kubernetes Deployments  

• Azure Kubernetes Internal Deployments 

8.30 AKS Cluster Metrics   

The Azure Kubernetes Metrics sensor shows the general resource consumption of the 

entire AKS cluster (average usage figures) 

 

8.31 AKS Deployments   

The Azure Kubernetes Deployments sensor shows per each deployment the number of 

running pods (pod is a core building block of a deployment managed by Kubernetes) in 

the AKS cluster. 
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8.32 AKS Internal Deployments   

The Azure Kubernetes Internal Deployments sensor shows the Azure-specific (internal) 

Kubernetes deployments and their pod count. 

 

8.33 Azure VM Multi-Disk 

After activating Insights for a VM, available disk space and size can be 

monitored through the Log Analytics API. Please follow this guide to activate this 

in the Azure portal.  

 

8.34 Azure Storage File Share  

This sensor shows the usage of your file shares. 
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8.35 Azure Service Issues 

Azure Service Issues sensor monitors the active issues and events per Azure 

subscription per region as seen in Service Health in the Azure portal. We 

recommend setting your own limits. 

 

8.36 Azure Planned Maintenance 

The Azure Planned Maintenance sensor monitors the Azure-planned 

maintenance that my impact your resources. It shows the Azure regions and the 

number of planned maintenances in each region. 
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8.37 Azure Health Advisories 

Azure Health Advisories monitors the number of Azure advisories per the 

geographic locations where your Azure resources are located. 

 

8.38 Azure Advisor 

Per subscription Advisor score as seen in Azure portal, showing each category 
score to assess how well-architected your workloads are. 

 

8.39 Azure Defender 

Azure Defender for cloud lists the security alerts that currently impact your resources. 
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8.40 Azure Quotas 

The Azure Quotas sensor monitors the number of resources that have reached 

their quota per resource type (i.e Compute, Storage, Vmware, Networking etc). 

The quota limit is configured in an INI parameter AZURE_QUOTA_LIMIT in 

AutoMonX_AzureSensor.ini. Regions with no usage will not be displayed. 

 

8.41 Azure Host Pool 

Monitors the Virtual Desktop Hosts under Host Pools. 
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8.42 Azure Reservations  

This sensor is created per Azure subscription. It measures the percentage of the 

subscriptions’ usage of the reservations you have set and the reservation expiry 

time.  

To discover this resource, you must add a permission to the service principle as 

described in appendix B 2.  

Note – Archived reservations are not discovered. 

 

8.43 Azure Alerts  

Allows a general overview of the number of active alerts by their severity and 

their short description. It allows you to quickly get notified when something major 

happens in your Azure estate. 
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8.44 AKS Upgrade Profiles  

Allows to monitor the version of your AKS deployment and generate an alert 

when a new software upgrade is available. Preview versions will not trigger an 

alert. 

  

8.45 Azure Service Bus Topic Subscriptions  

This sensor extends our Azure Service Bus sensor. It adds the ability to monitor 

the messages counts of each subscription to a Service Bus topic. 
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8.46 Azure Firewalls  

Azure Firewall is a cloud-native and intelligent network firewall security service 

that provides the best of breed threat protection for your cloud workloads running 

in Azure. This sensor collects the metrics available for Azure firewalls and its 

health state. 

 

8.47 Azure Application Gateway (WAF)  

Azure Web Application Firewall is a cloud-native service that protects web apps 

from common web-hacking techniques such as SQL injection and security 

vulnerabilities such as cross-site scripting. This sensor provides the vital metrics 

of the Azure WAF 
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8.48 Azure (VPN) Connections 

Site to Site and VNet to VNet VPN Gateway Connection metrics & status. 
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8.49 IP Address  

The Azure IP Address sensor provides an in-depth view of the public Azure IP 

Address metrics. 

 

8.50 Azure Load Balancer  

Load balancer distributes inbound flows that arrive at the load balancer's front 

end to backend pool instances. The backend pool instances can be Azure Virtual 

Machines or instances in a Virtual Machine Scale Set. The Azure Load Balancer 

sensors provides some interesting performance metrics to monitor its 

functionality.
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8.51 Azure Network Watcher  

Azure Network Watcher provides a suite of tools to monitor, diagnose, view 

metrics, and enable or disable logs for Azure IaaS (Infrastructure-as-a-Service) 

resources. 

 

 

8.52 Azure Log Analytics Custom Sensor  

Custom sensor created by your own KQL query in Azure Log Analytics. The 

sensor configuration is explained in Appendix D. 

 

8.53 Azure Kubernetes combined sensor  

For Clients that need to optimize sensor use, this sensor combines all AKS 

specific sensors listed above. To activate this sensor discovery the following 

configuration must be added to the file “AutoMonX_AzureSensor.ini” 

COMBINE_AKS_SENSORS=TRUE 
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8.54 Azure SharePoint Statistics  

Displays the usage statistics for your active sites as seen in the SharePoint 

Admin center. 

To allow the Application to discover the SharePoint metrics, please add the 

Reports.Read.All API Permission for the Application (Similarly to the process 

explained in Chapter 14.1) 
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8.55 Azure Enterprise Secrets and Certificates  

The Azure App Secret Keys and Certificates are used for authenticating with the 

Azure API for a specific Azure App (Enterprise Application that do not appear in 

App Registrations). Each key has an expiry date. After the secret key has 

expired it can no longer be used. The Azure App Enterprise Key sensor displays 

the remaining time until its expiry date. 

To make the Azure Secret Keys discoverable and available for monitoring, you 

need to follow the procedure in Chapter 14.1. 

 

8.56 Azure SAML Enterprise Certificates  

The Azure SAML (Security Assertion Markup) certificates are used for 

authenticating with the Azure Entra to establish federated single sign-on (SSO) 

to your software as a service (SaaS) Enterprise Applications. Each Azure SAML 

Certificate sensor can monitor a single application. 

Each SAML certificate has an expiry date. After the SAML certificate has expired 

it can no longer be used. The Azure SAML Certificates sensor displays the 

status of the certificate and the remaining time until its expiry date.  
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9 Troubleshooting 

9.1 Troubleshooting the Azure Sensor pack Installation 

Problem Description Troubleshooting Steps 

Azure Sensor pack Service is not 

starting 

1. Run Check Config via the UI (as administrator), check the 

results and fix any problems. Refer to Troubleshooting the 

Azure Configuration 

2. Make sure your Azure User is set up OK. Refer to 

Troubleshooting the Azure Connection Error 

3. Make sure the PRTG probe is open to the Internet and can 

access Microsoft Azure 

4. Make sure that the Product Key is valid 

5. Use the service debug mode to check service errors. 

Refer to Debug Using Service Debug Mode 

Discovery is not providing any 

results  

1. Make sure that the Azure Sensor Pack service is running 

2. Make sure your Azure User has enough permissions to the 

desired subscription. Refer to Troubleshooting the Azure 

Connection Permission 

3. Submit a support request via support@automonx.com 

and send the following log files: 

Refer to Sending the Discovery Files to the support team. 

Discovery provides partial 

results 

1. Make sure your Azure User has enough permissions to the 

desired subscription. Refer to Troubleshooting the Azure 

Connection Permission 

2. Make sure Diagnostics is enabled for the desired resource. 

Refer to Troubleshooting Missing Azure Resource Metrics 

3. Submit a support request via support@automonx.com 

and send the following log files: 

Refer to Sending the Discovery Files to the support team. 

Discovery is not able to discover 

the Azure Billing resources  

Make sure your Azure User has enough permissions to the 

desired subscription. Refer to Troubleshooting the Azure 

Connection Permission 

Discovery is not able to discover 

Azure App metrics sensors  

Make sure Diagnostics is enabled for the desired resource. 
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Refer to Troubleshooting Missing Azure Resource Metrics 

Discovery is not able to discover 

Azure Service Health metrics 

sensors 

Make sure service health is enabled for all the Azure resources 

Refer to Troubleshooting Missing Service Health 

Azure Sensors are Down with 

error message: The AutoMonX 

Azure service is down, cannot 

connect 

Make sure that the Azure connection parameters are correct (use 

the AutoMonX UI and run Config Check 

Make sure that Azure is not blocked by a proxy server or Firewall 

of your organization 
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9.2 Troubleshooting the Azure Sensor Configuration 

In order to analyze the status of the connection to Azure and the Azure Sensor 

pack configuration, use one of the following options:  

• AutoMonX Configuration UI  

• Config Check command line utility  

These tools perform various checks of the Azure Sensor Pack configuration, 

its service and the connection to Azure and displays vital information that 

may assist in checking for issues. Through the Automation UI “Config Check” 

Button: 

 

Through command line: AutoMonX_AzureCollector.exe -config_check 

 

 

mailto:support@automonx.com


 

 
                       

 

AutoMonX Ltd © 2024 All Rights Reserved 
Web : http://www.automonx.com     
 Email : support@automonx.com 

     
91 

 

 

Below is an example of a successful configuration check: 

 

 

The Azure sensor was able to connect to Azure using the supplied information, 

the service is up and running and subscriptions were found in the Azure 

account. 
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9.3 Troubleshooting Azure Discovery Connection Errors   

In case of a failed connection to Azure, an error will be displayed in the 

messages area of the Configuration UI. 

Possible causes can be that Azure is unreachable due to limitations of network 

access, incorrect connection information such as App ID, Secret Key, or Tenant 

ID. 

Check the Azure sensor settings using the instructions in Section 6.3. 

 

9.4 Troubleshooting Azure Discovery - Permissions  

When no subscriptions are found during discovery, it means that the current 

credentials set doesn’t have permissions to view any subscriptions and their 

resources under your Azure account. 

Please assign at least a Reader role for the connection ID on the subscriptions 

you want to monitor. Please refer to Microsoft Azure - assign-the-application-to-

a-role 

 

9.5 Collecting the Discovery Files for AutoMonX Support  

In case of any other problems encountered during Azure discovery, open a case 

with our support team at support@automonx.com. You would need to provide 

the following information: 

• Discovery log file - AutoMonX_Discovery_out.log 

• Discovery results in a form of CSV files with names such as: 

AutoMonX_Azure_automation_<Sub> .csv 

• The Azure types file: AutoMonX_Azure_types.dat 

These files are located in the following directory: 

• The output of the following command: 
 

 AutoMonX_AzureCollector.exe -discovery -sub -All  

 

 

Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML\AutoMonX\Azure 
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9.6 Troubleshooting the Discovery of Azure Metrics 

When the discovery process can’t discover one or more Azure resource’s App 

Metrics data, make sure that the Azure diagnostics was enabled for this 

resource.  

To enable the resource diagnostics, navigate to the Azure resource settings 

page in the Azure admin portal. 

On the left side of the resource page, click on Diagnostics. Setup the metrics 

collections settings and make sure they are turned on (enabled) 

 

9.7 Troubleshooting the Discovery of Azure Service Health 

When the discovery process can’t discover the Azure Service Health sensors, 
make sure service health was enabled in the Azure portal for these resources in 
the link below: 
 

https://portal.azure.com/#blade/Microsoft_Azure_Health/AzureHealthBr
owseBlade/resourceHealth   
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9.8  Collecting Azure Service Debug information 

To activate the service debugger, you would need to set the SERVICE_DEBUG 

variable to 1 (default is 0) in the AutoMonX_AzureSensor.ini file. This setting will 

activate the service debug mode upon the next start of the service. 

During debug mode, a special log file is created. This file tracks all the Azure 

sensor service operations. This file needs to be examined by the AutomonX 

support team to detect any issues. Open a case with our support team at 

support@automonx.com. You would need to provide the following file: 

• Service Debugger file - AutoMonX_ServiceDebugLogger  

 The files are in the following directory: 

C:\Program Files (x86)\PRTG Network Monitor\Custom 

Sensors\EXEXML\AutoMonX\Azure\Logs 

9.9  Collecting Azure Sensor Debug Information 

To activate the debug logs of the Azure sensors, add the -debug argument to 

the parameters of the AutoMonx_AzureSensor.cmd in the PRTG sensor settings 

as seen below: 

  

Please note – when the sensor is of type HTTP, spaces will cause an error – 

you must add %20 instead: 
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This setting will activate the sensor debug mode upon the next run of the sensor. 

The Azure sensor debug logs are created in the default PRTG sensors log 

directory. You can change the location of these logs by modifying the following 

variable in the AutoMonX_AzureSensor.ini file: 

DEBUG_LOG_DIR=C:\Temp 

Typically, the log file name will look like the example below: 

AutoMonX_Azure_Microsoft.DocumentDb_databaseAccounts_res_prod.log 
 
Please note – make sure to keep track of the sensors you activated debug for to 
revert after completion. Otherwise, the log file will keep growing and take up 
space on your probe machine. 

9.10 Collecting In-Depth Azure Sensor Debug Information 

To activate the in-depth debug logs of the Azure sensors, add the following 

parameters to the AutoMonx_AzureSensor.cmd in the PRTG sensor settings. 

  -debug verbose  

This setting will activate the sensor in-depth debug mode upon the next run of 

the sensor. The Azure sensor debug logs are created in the default PRTG 

sensors log directory. You can change the location of these logs by modifying 

the following variable in the AutoMonX_AzureSensor.ini file: 

DEBUG_LOG_DIR=C:\Temp 
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10 Command Line Options (CLI) 

10.1 The Azure Sensor Pack Command Line Options Reference 

Option Details 

-install Installs the AutoMonX Azure Sensor Service. 

The service communicates with the Azure 

environments, retrieves and stores the Azure 

communication token. 

-config_check [-tenant <tenant_number>] Checks the service communication to the 

Microsoft Azure environment. 

-discovery -sub {<Subscription_Name>| -All} 

-discovery -sub SubName [-tenant 

<tenant_number>] [-outmode] [-whitelist] [-

resource_id] [-verbose] 

-discovery -sub SubName -resources 

-discovery -sub SubName -metrics 

-discovery -sub SubName -new_resources 

Discovers all the resources in an AZURE 

environment and creates a report in a HTML 

format. The report is AutoMonX_Azure_Report-

<Sub Name>.html in the PRTG EXEXML 

program folder. 

Use the resources flag or the metrics for a 

quicker discovery, that doesn’t get all metrics. 

Running the discovery without these two last 

flags will perform the thorough discovery. 

-create_conn_profile -tenant_label 

<display_label> -azure_appid <app_id> -

azure_secretkey <secret_key> -

azure_tenantid <tenant_id> [-encrypt_secret] 

For multi-tenant users. Creates a new 

credentials set in the file 

“AzureConnProfiles.ini”. 

-remove_tenant -tenant <tenant_number> For multi-tenant users. Deletes all information 

related to a specific tenant. Use with caution! 

-install_backend Installs a complementary service for REST API 

access to configuration and discovery. 

-get_tenant_id -tenant_label <display_label> / 

-azure_tenantid <tenant_id> 

Given a tenant label or full tenant id returns the 

configured internal tenant id. 

-status_discovery Activate with the same parameters as the 

discovery to get a progress status for the 

discovery process. 

-update_key -tenant_label <display_label> -

azure_secretkey <secret_key> [-

encrypt_secret]  

Updates existing App Key. To be used before 

the key expires. Will accept tenant_label, 

azure_tenantid or tenant (internal id) 
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10.2 Fully Automated Azure Monitoring 

Starting with version 4.1.7, fully automated monitoring of your Azure estate is 

available as part of the Azure Sensor pack. To deploy it, you need to adapt a 

simple batch file, that can run on a scheduled and non-interactive fashion and 

cover the entire cycle of automatically discovering, adding to monitoring and 

even deleting dead/orphan resources from monitoring.  

10.2.1 Automated Discovery and Monitoring 
Depending on the structure of your Azure estate (Tenants, subs etc) you can 

easily adapt the contributed batch file below and create a Windows scheduled 

task for periodic discovery and automatic addition of discovery results for 

monitoring. 

An example is available in: 
“AutoMonX/Azure/Contrib/Amx_Discovery_Addition.cmd”. Please provide the 
pass hash and group name as parameters to the script. 
 
Amx_Discovery_Addition.cmd <passhash> <PRTG_group> 

 

-type <res_type> -resgrp <res_group> -res 

<res_name> -sub <res_subscription> [-debug] 

-type Azure/Type -resgrp ResGroup -res 

ResName -sub SubName 

These are the arguments required for the 

Sensor Pack to monitor a resource in the 

Microsoft Azure environment. This is only used 

with the AutoMonX_AzureSensorRun 

executable. 

-cons -sub SubName These are the arguments required for the 

Sensor Pack to monitor the billing of a 

subscription. This is only used with the 

AutoMonX_AzureSensorRun executable. 

-licstatus These are the arguments required for the 

Sensor Pack to monitor the AutoMonX License 

status. This is only used with the 

AutoMonX_AzureSensorRun executable. 

-enc_data <secret_key> Encrypts a given string. You can use it to 

encrypt the Azure secret key to safely store in 

the credentials file. 

-ovl_map        Create a report of OVL values mapping 

-version Displays the program’s version. 

-help Displays the command option list. 
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You may update the script to run on only specific subscription. 
Please make sure the scheduled task is run with highest privileges: 
 

 
We recommend you add the -metrics flag to the discovery line after the initial run 
to shorten the discovery time. 
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10.2.2 Automated Clean-Up of Un-Needed Resources from Monitoring  

USE WITH EXTRA CAUTION: Please note that deleting sensors is irreversible and will 

delete the sensors and all their historic data.  This feature is bound to our EULA 

agreement. AutoMonX LTD will not be responsible for any damages direct or collateral 

due to usage of any of our products or their features. The deletion of sensors also 

deletes devices without any sensors and empty sub-groups to avoid phantom resources 

This feature allows you to automatically delete any sensors in PRTG that no 
longer provide any useful monitoring data and seen in Down state. Typically, 
such state is seen because the Azure resource was deleted or shut down via the 
Azure Portal.  

Make sure that the file "down_sensors_filter.ini" exists in the 
AutoMonX/Common folder. Otherwise copy it from the latest Azure Sensor Pack 
version zip archive and insert the message text of the sensors you wish to 
delete. 

You can set a periodic sensor deletion of removed resources with a Windows 
scheduled task running a batch file. An example is available in 
“AutoMonX/Azure/Contrib/ Amx_Sensor_Deletion.cmd”. Please provide the pass 
hash and PRTG group(s) name(s) as parameters to the script. 
 
 Amx_Sensor_Deletion.cmd <passhash> <PRTG_group(s)> 

 

If the group name contains spaces, make sure to add quotation marks enclosing 
the "group name". It can also be run on several groups, separated by commas 
(for example: Web,Logic,”Azure test” ). 

By default, it will delete sensors in a Down state that display an error message 
that contains the text "Resource Not Found". 
 
To adjust this functionality to delete sensors with other errors types, based on 
their last message text, you need to edit the down_sensors_filter.ini file.  
 
Add new line of text per the relevant sensor error message(s) as seen in PRTG, 
one per each line. Make sure to be as specific as possible.  
 
The auto-deletion option can be used to clean-up any PRTG sensor types. 
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10.2.3 Automatically Pausing Un-Needed Resources  

This feature allows you to automatically pause any sensor in PRTG that no 
longer provides any useful monitoring data and seen in Down state. Typically, 
such state is seen because the Azure resource has been deleted or shut down 
via the Azure Portal. It is useful for NOC teams that wish to investigate the 
source of the problem rather than automatically delete the sensor(s). 

Make sure that the file "pause_sensors_filter.ini" exists in the 
AutoMonX/Common folder. Otherwise copy it from the latest Azure Sensor Pack 
version zip archive and insert the relevant messages of the sensors you wish to 
pause. 

You can set a periodic sensor pausing of removed resources with a Windows 
scheduled task running a batch file. Example: 
 
AutoMonX_PRTG_Automation.exe -pause_sensors -p 11111111 -grouplist AutoMonX_Azure 

 

If the group name contains spaces, make sure to add quotation marks enclosing 
the "group name". It can also be run on several groups, separated by commas 
(for example: Web,Logic,”Azure test” ). 

By default, it will pause sensors in a Down state that display an error message 
that contains the text "Resource Not Found". 
 
To adjust this functionality to pause sensors with other errors types, based on 
their last message text, you need to edit the pause_sensors_filter.ini file.  
 
Add new line of text per the relevant sensor error message(s) as seen in PRTG, 
one per each line. Make sure to be as specific as possible.  
 
The auto-pause feature can be used to pause any PRTG sensor types. 
 

10.2.3.1 Automatically Setting Removed Resources to Warning State 
As an alternative to pausing the sensors, you may activate automatic setting of 

the sensor to Warning in PRTG (instead of Down) for Azure resources that have 

been deleted.  

Update the following configuration value in AutoMonX_AzureSensor.ini file and 

restart the service Azure Sensor Pack service: 

SET_SENSOR_NOT_FOUND_TO_WARN=true 

This will not require setting up any additional scheduled tasks but will only work 

for removed resources and not for user-specified phrases. 
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10.2.4 Automated Inclusion/Exclusion of Sensors and Channels  
Most of the Azure resources contain multitude of monitoring information which 

yields lots of channels in PRTG, some of them are less useful for certain IT 

teams. Another frequently seen scenario is when the Azure monitoring teams 

wish to add only specific resource types to PRTG (i.e. only the production 

Databases). The purpose of this feature is to allow fine granularity of which 

Azure Resources and metrics you want to add to PRTG. 

This section explains how to utilize the Exclude and Include Functions of 

AutoMonX Azure Sensor Pack to control the addition of Azure Resource 

Groups, Azure Resources (devices), Azure sensors and Azure Metrics 

(channels) to PRTG. This functionality can replace the selection of sensors in 

the AutoMonX UI and allow full automation of the discovery and monitoring 

automation. 

Important:  

1. Make sure to run full discovery before applying any configuration to the filter 

files   

2. The discovery process creates a csv file for each Azure Subscription with all 

discovered Resources, their sensors and channels in a format of the include and 

exclude files. Use this file to create your include or exclude filters. Typically, the 

name of the file would like “AutoMonX\Azure\Logs\AutoMonX_Channel_Report-

<sub>.csv”. 

3. Monitoring Automation will firstly process the Include file and then the Exclude 
file. 

4. Edit the exclude_mon.csv and include_mon.csv files only with a simple text 

editor such as Notepad or Notepad++.  Don’t save these files in a non-textual 

format such as XLX or XLXS. 

10.2.4.1 Excluding an Azure Resource Group from Monitoring 
Under the PRTG Group column, enter the Azure Resource group you wish to 

exclude (i.e. Compute, Network, Web etc.).  

The configuration below will exclude the group named Batch and any Azure 

Resources (devices) and their sensors below that: 
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10.2.4.2 Excluding an Azure Resource  
Under the DeviceType_Category column enter the type of the Azure Resource 

(device) you wish to exclude. Use the resource type located in parentheses (i.e. 

VirtualMachines if the Azure Resource name is Windowstest_(VirtualMachines)), 

or part of the device name.  

The configuration below will exclude Azure Resources of type Vaults under the 

group RecoveryServices 

  

 

10.2.4.3 Excluding an Azure Sensor Type  
In order to exclude specific Azure sensor types, specify the exact sensor type 

under the SensorName column. Entering “any” in this column will result in 

exclusion of all sensor types under this Azure Resource type (device). Which 

would effectively not add this Azure resource to PRTG.  

The configuration below will not add sensors of type “Azure Service Health” for 

Azure resources (devices) of the type ServerFarms under the group Web. 

  

10.2.4.4 Excluding Azure Metrics (Channels)  
In order to exclude specific Azure metrics (channels), add the full channel name 

under the Channels column separated by the sign “~”. Another option is to 

specify a single Azure Metric per line.  

The configuration below excludes the “OS Disk Max Burst IOPS” and “Disk 

Read Bytes” metrics for all VirtualMachines. 

 
Azure Tags Include/Exclude 

10.2.4.5 Excluding by Azure Tags   
If you utilize Azure Tags in your Azure estate, you can leverage them by adding 

the Azure Tag under the column TagName and its value under TagValue in 

order to exclude any resources marked with this tag. Otherwise leave empty.  
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Important – Only Azure Tags that are assigned directly to Azure resources in 

the Azure Portal can be used for filtering. Azure Tags set on a Resource group 

level will be ignored. 

The configuration below excludes the all resources with Azure Tag and Value 

pair MonitorWithPRTG:FALSE 

 

 

10.2.4.6 Further Information and Troubleshooting of Exclusion 
You may find that the include functionality is more suitable for your needs. 

Make sure to configure the file include_mon.csv, in ways like explained in the 

paragraphs above. You would be able to add specific Groups of Azure 

Resources, Azure Resources and Azure Metrics to PRTG. Both exclude and 

include functions can be used in conjunction to tailor the automation for your 

needs. 

Important:   

1. Partial names may not be filtered correctly, except where stated. 

2. The “Sensor Health” channel cannot be excluded  

3. Make sure not to list the same sensors in both files – this might result in an 
unwanted behavior. 

4. Excluding channels may result in gray channels, 0 value channels or sensors 
shown in error, this by design in PRTG. Please delete and re-add the sensors 
via the AutoMonX UI or the PRTG monitoring automation CLI. 

Debugging the discovery process: 

For Quicker discovery you can apply the Include/Exclude policies to the 

discovery itself, as described in section 7.15. Refer to the file 

“AutoMonX_Discovery_out.log” under the folder Azure/Logs. If a resource was 

filtered by either policy, you will see the lines: 

Device: MyServer_(SqlDatabases) filtered by blacklist 

Device: MyServer_(SqlDatabases) filtered by whitelist 
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Debugging addition to PRTG: 

Refer to the file “AutoMonX_Automation_Progress_out.old.log” under the 

Common folder. In it you will see the complete PRTG Addition logs, where in the 

top of the file you will see the number of filters applied, and if the sesnors 

passed of failed the include_mon policy. Example: 

Notice: 3 Filters are applied via C:/Program Files (x86)/PRTG Network Monitor/Custom 

Sensors/EXEXML/AutoMonX/Common\include_mon.csv file   

Found device: Dev:Name:AutoMonX_LicStatus 

dev:name:automonx_licstatus - Removed by Whitelist 

For each Group, Device and Sensor that pass the Whitelist, you will see if it was 

successfully added to PRTG or excluded. Example: 

GroupName:Web - DeviceName:MyTest(Sites) - SensorName:Azure App Metrics - This Sensor 

would be skipped by the exclude_mon.csv policy at line:2   

Skipping Sensor Azure App Metrics by Blacklist exclusion 

Debugging Channel Exclusion: 

When debugging a sensor, you will see in the generated debug file the excluded 

channels. Read more about sensor debugging in section 9.9. 

In the folder “Common” you can find the file “exclude_mon – Example.csv” with 

the examples provided previously. 
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10.2.5 Automated Scan-Now Functionality 

In some PRTG versions, we have noticed certain functionality issues for some 
types of custom sensors. The most frequently observed are the "Undefined 
lookup value" situations and sometimes “out of range” values (i.e. 10000% 
values). The solution we found for these issues was running a manual rescan of 
the sensor. Obviously, it is not a scalable solution for large environments, and 
this is the primary reason why this feature was introduced. 

10.2.5.1 Automatic scan-now functionality 

To allow automatic sensor scanning, add the desired groups names to check in 
the "AutoMonX_PRTG_Automation.ini" file: 

[RESCAN] 
PRTG_GROUPS=AutoMonX_Azure 

The feature is activated automatically by the Azure Sensor pack every 20 
minutes and checks if new sensors were added. It will go over the PRTG groups 
configured in the INI file and look for sensors in Down or Warning states that 
have specific last message text values. Then, the feature will perform an 
automatic re-scan of these sensors in batches of 5 sensors per minute to avoid 
lags in the PRTG core.  

10.2.5.2 Manually activating the scan-now functionality: 

Delete the file "sensors_not_to_scan.txt" if exists. 

AMX_PRTG_senors_issues.exe -grouplist AutoMonX_Azure,"Azure test" 
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10.2.6 Automated Addition and Removal of Tenants 
For customers who manage large number of tenants such as MSPs or CSPs, 
we have added a fully automated CLI support for adding and removing tenants. 
 

10.2.6.1 Adding a new tenant: 
The command below creates a new Azure Tenant connection profile in the file 
“AzureConnProfiles.ini”.  
 

AutoMonX_AzureCollector.exe -create_conn_profile -tenant_label <display_label> -
azure_appid <app_id> -azure_secretkey <secret_key> -azure_tenantid <tenant_id> 

 
After adding a new Azure Tenant, run a configuration check so that the Azure 
Sensor Pack service will immediately pick-up the Azure API token for the new 
tenant, after which you can start the discovery process: 

 
   AutoMonX_AzureCollector.exe -config_check 
 

10.2.6.2 Deleting a tenant 
The command below will delete the Tenant connection profile, log files and 
historical data related to the specified tenant. It does not delete the PRTG 
sensors and groups – This should be done prior, because this action will not 
delete the tenant if there are active sensors in it. Use with outmost care! 

 
AutoMonX_AzureCollector.exe -remove_tenant -tenant 1 
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11 REST API Service 

To fully automate the AutoMonX Azure Sensor Pack, in version 4.2.14 and later, 
a new API service was introduced. The main functions of the REST API service 
are to initiate auto-discovery and activate the monitoring automation to add 
newly discovered Azure resources to PRTG. Additionally, adding and removing 
Tenants actions are also available.  
 
The service can be installed via the Installer under additional services. For 
manual installation of the API Service use the following command: 
 
 AutoMonX_AzureCollector.exe -install_backend 

 
The API service is listening on TCP Port 8075 only on the localhost IP address. 
The service will not accept any attempts to access it from outside the machine it 
was installed on. 
 
To list all supported API options, use any web browser and access the following 
URL: http://127.0.0.1:8075/api 
 
When running the PRTG Probe on an Azure Virtual Machine, you can activate 
these options remotely through the Azure Portal run-command feature. 
Example: 
 
az vm run-command create --name "AutoMonX_Discovery" --vm-name "PRTG_Probe"                   
--resource-group "Test" --script "Invoke-RestMethod -Uri 
'http://127.0.0.1:8075/api/discovery/start?tenant_id=1&outmode'" 

11.1 Function get_tenant_id    

 
Provides the Azure tenant internal id as written in the AzureProfiles.ini file. You 
need to provide either the tenant label or the full tenant id. Example: 
http://127.0.0.1:8075/api/get_tenant_id?tenant_label=MyTenant 
 

Param Required Description 

tenant_label   Name of the tenant as saved in the file 
“AzureConnProfiles.ini”. 

azure_tenantid 
 

 Full ID of the tenant as appears in Azure Portal 
and saved in the file “AzureConnProfiles.ini”. 

 
Response on success: 
The number of the tenant (i.e.  2) 
 
Response on failure: 

• No tenant with the name MyTenant 

• Failed getting tenant id 
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• Missing tenant_label or azure_tenantid parameter 

11.2 Function Initiate Discovery via API 

 
Starts a discovery process for a tenant. Example: 
http://127.0.0.1:8075/api/discovery/start?tenant_id=1&outmode 
 

Param Required Description 

tenant_id  ✓ The tenant id as returned in the previous API. 

sub=subcription  The subscription name. 

outmode  When passed will generate a log file. 

resources  Quick discovery of resources. 

metrics  Quick discovery of metrics. 

whitelist  Quick discovery with Inclusion/Exclusion. 

resource_id  Adds the resource URL to the comments in 
PRTG 

add_comments  Adds the resource URL to the comments in 
PRTG for existing sensors 

 
Response on success: 
Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom 
Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -discovery -
tenant 1 -sub "-All" -outmode 
 
Response on failure: 
Missing tenant_id param 

11.3 Function add_tenant 

This function adds a new tenant. Example: 
 
http://127.0.0.1:8075/api/add_tenant?tenant_label=NewTenant&azure_tenantid=
xxxx&azure_appid=xxxx&azure_secretkey=xxxx 
 

Param Required Description 

azure_tenant_id ✓ The full tenant id as appears in Azure Portal. 

tenant_label  ✓ The name of the tenant to be saved. 

azure_appid  ✓ The App ID. 

azure_secretkey  ✓ The Secret Key. 

encrypt_secret  When passed will encrypt the secret key in 
the file. 

 
Response on success: 
Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom 

Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -
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create_conn_profile -azure_tenantid xxxx -tenant_label "NewTenant" -

azure_appid xxxx -azure_secretkey xxxx 

Response on failure: 

• Missing azure_tenantid parameter 

• Missing tenant_label parameter 

• Missing azure_appid parameter 

• Missing azure_secretkey parameter 

11.4 Function remove_tenant 

Removes all data related to a tenant. Use with care!  
 
Example: 
http://127.0.0.1:8075/api/remove_tenant?tenant_id=2 
 

Param Required Description 

tenant_id ✓ The internal tenant id 

 
Response on success: 
Tenant 4 removed successfully. 
 
Response on failure: 

• Missing tenant_id parameter 

• Failed getting command status 

• Error: Deletion Failed. Active sensors use this tenant 

11.5 Function to check Auto discovery status    

Gets the status of a specific discovery process. Example: 
http://127.0.0.1:8075/api/discovery/status?tenant_id=1&metrics 
 

Param Required Description 

tenant_id  ✓ The internal tenant id 

sub=subcription  The subscription name. 

outmode  When passed will generate a log file. 

resources  Quick discovery of resources. 

metrics  Quick discovery of metrics. 

 
Response on success: 

• Discovery is not running 

• Discovery is still running 
 
Response on failure: 

• Missing tenant_id parameter 

• Failed getting discovery status 
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11.6 Function add_to_prtg    

Initiates the monitoring automation that automatically adds groups, devices, and 
sensors in PRTG for a specific Azure tenant. Example: 
http://127.0.0.1:8075/api/add_to_prtg?tenant_id=1&passhash=xxxx 
 

Param Required Description 

tenant_id  ✓ The internal tenant id. 

group_name  The PRTG group name to add the sensors to 

passhash  The passhash of the saved user to connect to 
PRTG. You can also store it on the server. 

file=file_name  The exact file name you want to add to PRTG, 
from the file under the Data directory. 

 
Response on success: 
Initiated add to PRTG automation for tenant 1 
 
Response on failure: 
Missing tenant_id parameter 
 

11.7 Function discover_and_add    

Starts a discovery process for a tenant and after it is completed, initiates the 
automatic groups, devices, and sensor creation in PRTG for the tenant. 
Example: 
 
http://127.0.0.1:8075/api/discover_and_add?tenant_id=1&metrics&passhash=xx
xx&group_name=Azure_Sensors 
 

Param Required Description 

tenant_id  ✓ The internal tenant id. 

sub=subcription  The subscription name. 

outmode  When passed will generate a log file. 

resources  Quick discovery of resources. 

metrics  Quick discovery of metrics. 

quick  Quick discovery of both resources & metrics. 

new_resources  Discovers only new resources 

whitelist  Quick discovery with Inclusion/Exclusion. 

resource_id  Adds the resource URL to the comments in 
PRTG 

add_comments  Adds the resource URL to the comments in 
PRTG for existing sensors 

group_name  The PRTG group name to add the sensors to 

passhash  The passhash of the saved user to connect to 
PRTG. You can also store it on the server. 
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Response on success: 
Initiated discover and add to PRTG for tenant 1 
 
Response on failure: 
Missing tenant_id parameter 

11.8 Function update_key 

Updates the secret key for a specific tenant. To be used before the key is 
expired. Example: 
http://127.0.0.1:8075/api/update_key?tenant_label=OldTenant&azure_secretkey
=xxxx 
 

Param Required Description 

tenant_label  ✓ The name of the tenant to be updated. 

azure_secretkey ✓ The new secret key. 

encrypt_secret  When passed will encrypt the secret key in the 
file. 

azure_tenantid 
 

 Full ID of the tenant as appears in Azure Portal 
and saved in the file “AzureConnProfiles.ini”. 

tenant_id   The internal tenant id. 

 
Response on success: 
Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom 

Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -

update_key -tenant_label "NewTenant" -azure_secretkey xxxx 

 
Response on failure: 

• Missing tenant_label, internal tenant id, or azure_tenantid parameter 

• Missing azure_secretkey parameter 

11.9 Allowing remote connection to API server 
The API Server can receive requests from addresses configured in the file 
“AzureSensor_ACL.ini”: 
 
UPDATE_WIN_FW=TRUE  
ALLOWED_IP=8.8.8.8,8.8.4.4 
 
Add all clients into the value of ALLOWED_IP. A relevant Windows Firewall rule will be 
created to allow the connection and will be updated with every service restart if you add 
clients to the list. 
If you wish to manually update the Windows Firewall, change the value of 
UPDATE_WIN_FW to FALSE. 
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12 Monitoring the AutoMonX Azure Sensor Pack Processes 

To provide our customers with an effortless experience using the AutoMonX 

Sensor Pack, we added an additional service that with no additional overhead 

will monitor all the processes and restart the service when needed. 

The service can be installed via the Installer under additional services. For 
manual installation of the API Service use the following command: 
 
 AutoMonX_AzureCollector.exe -install_backend 

 

Configure the service using the following INI parameters: 

AZURE_SELF_MON_SERVICE_CHECK – How often to run the full check in 

seconds. Default is 1 minute. If you wish to turn off this feature without stopping  

the API server, change this value to 0. 

AZURE_SELF_MON_MEMORY_LIMIT_MB – Limiting the AutoMonX Processes 

RAM usage. The default is 1000 MB. Please note that lowering this might cause 

frequent unwanted restarts to the service. 

The Service will log all errors and restart times into the file 

“Backend_Error_Log.log”.  
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13 Appendix A - Obtaining the Azure Application and Tenant IDs 
 

This section describes how to retrieve an Azure application ID required to 

monitor your Azure environment. 

Select Azure Active Directory -> App registrations -> New registration 

 

In the next windows: 

• Choose an application name (for example PRTG_app). 

• Select Accounts in this organizational directory only (Single tenant) 

• Select Web and fill and https://myapp.com/auth 

And Click Register 
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Next step: Assign subscription permissions to the newly created application ID.  

Repeat this procedure for all the subscriptions you wish to discover and monitor: 

• Write Subscriptions in the search box 

• Click the Subscriptions Item  

• Perform the grant permissions process for each subscription 
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The process of granting permissions for accessing each subscription is shown 

below: 
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• Select Access control (IAM) 

• Select Add button and select Add role assignment 

• Select in the Add role assignment box the role of Reader. 

• In the Assign Access to box the service principal option. 

• Fill in the select box the name of Application ID connection 

• Select the application id you created earlier 

• Click the save button. 

Now we can retrieve the Application ID and Tenant ID: 

We go to Azure Active Directory -> App registrations -> Select the monitor 

application connection. 
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In the next page copy the Application ID and Tenant ID 

 

13.1 Retrieving the Azure Secret Key   

The next step is obtaining the Azure secret key: 

Navigate to Azure Active Directory -> App registrations -> Select the monitor 

application connection. 
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In the next page perform the following: 

• Click the Certificates & secrets menu 

• Select under Client secrets the New client secret button 

• Fill a in the Description 

• Select when the token will expire. The longest expiry time is two years, 

therefore, monitoring this is important (explained in section 13). 

• Select Add 

 

 

 

 

 

 

In the next page copy the secret key because you won’t be able to retrieve it 

afterwards. 
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14 Appendix B - Adding permissions 

14.1 Enabling App Secret Keys for monitoring 

The App Secret monitoring requires additional permissions to run properly. The 

addition of permissions is done through the Azure Active Directory (Entra) panel. 

From the App registrations panel select the app that is used for the AutoMonX 

Azure access and perform the following: 

Click API Permissions and click the Add a permission button. From there go to 

Microsoft Graph and add a permission from type Application named: 

Application.Read.All 

Make sure to give it Admin consent. 
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14.2 Enabling Reservations for monitoring 

Make sure your user has role assignment permission: 

Go to Azure Active Directory (Entra) and under Manage select Properties. 

Toggle Yes under Access management for Azure resources. Press Save. 

 

Now open Azure PowerShell CLI. 

Find the App id using this command: Get-AzADServicePrincipal -SearchString 

<app name> 
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Cope the Id value. 

Run the following commands: 

Import-Module Az.Accounts 

Import-Module Az.Resources 

New-AzRoleAssignment -Scope "/providers/Microsoft.Capacity" -PrincipalId <id> 

-RoleDefinitionName "Reservations Reader" 

 

Now the Azure Sensor Pack will be able to discover the Reservations. 

Note – Archived reservations are not discovered. 

14.3 Registering Resource Providers 

If you encounter the following error: 

409: {"code":"AuthError","message":"An error occured in authentication or 

authorization. Make sure the resource provider has been registered with this 

subscription"} 

The resource Automonx encountered a permissions issue. 

The following resource provider must be registered in each subscription: 

Microsoft.ResourceHealth 
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15 Appendix C - Activating Log Analytics on a VM 

Go to the desired VM in the Azure portal and navigate to the Insights tab under 

the Monitoring section. Click “Enable” to activate this monitoring feature. 

 

Give it a few minutes to collect data. Then it will look like this: 

 

Now you can re-run the discovery process and pick the “Azure VM Multi-Disk” 

sensor when it is complete. 
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16 Appendix D – Creating Custom KQL Log Analytics Sensors 

The Azure Sensor pack allows customers to create custom KQL Query sensors 

based on Azure KQL log analytics query mechanism. Below is a quick summary 

of how to create such sensors: 

1. Create the query in Azure portal and make sure it returns values in a 

specific format. 

2. Save the query into a QueryPack 

3. Add the Azure resource to perform the query on, in the Query description 

field. 

4. Run the AutoMonX auto-discovery to discover the KQL sensors and 

make them available to be added to monitoring. 

Creating the query 

Go to the resource (for example, Virtual Machine). Under Monitoring select Logs 

and write your own query. Query must include UTF-8 characters only. Adjust it 

so that the returned values will be of the following format: 

1. Single value – Relevant for state or count queries. The channel name will 

be “Value”. The value must be numeric. 

2. Channel name and value – Make sure that the first column will always 

return the same name for the channel name. Limited to 40 results. The 

value must be numeric. 

3. Channel name, value, and unit – the third column can represent the 

custom unit to show in PRTG. Limitations as listed above. 

 

In this example the query is:  
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InsightsMetrics | where Origin == 'vm.azm.ms' | where Namespace == 'Processor' and 

Name == 'UtilizationPercentage' | top 1 by TimeGenerated desc | project Name, Val 

 

Saving the Query 

After you reached the desired output, press Save to Save as query. In the 

popped-out window, name the query – this will be the name of the sensor. The 

most important part is the Description field. Here you must specify the specific 

resource to perform this query on. This must include the full Resource ID, you 

can find in under the Configuration -> Properties tab of the resource. 
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If you want to save the query pack under a non-default name 

(DefaultQueryPack), make sure to create the query pack first: 

 

And on the Save as query tab: 

 

Discovering the KQL Custom sensor 

The KQL custom sensors will be automatically discovered like any other 

AutoMonX sensor during the auto-discovery process. It will be placed under the 

resource’s device (given the resource id was provided in the description). 
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Important: If you are using the Azure Sensor pack whitelist mechanism to filter 

out resources, make sure that the relevant resource (i.e. VM) that the KQL 

Sensor query refers to, is not filtered out. Also make sure to add relevant Azure 

tags to the Query Pack in case they are used by our whitelist mechanism. 

 

Resource ID – Must be added to the Description Field 

If you have forgotten to add a description in one of the previous steps, you must 

add it to the KQL query using the following format (the comma at the end is 

important):  "description": "<your_resource_id>,<your_resource_id>” 

Note: There is a limit of 148 characters in the Description field. You can bypass 

the limit by editing the Description field in the KQL query itself (not via the Azure 

form) as explained in the next paragraph 

Modifying the KQL query 

To adjust or add new resources to the Query description, open the QueryPack 

you saved the query into, press on the Export templates tab, and press Deploy. 
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Now press Edit template: 
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To add several resources, separate them with a comma.  

 

 

After you finish editing the query body or description, press Save and continue 

to Review+Create the template. The KQL query of the sensor will be updated 

automatically, but to create the sensors for new resources the discovery must be 

run again. 
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